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Abstract

Populated urban environments are very important in many applications such as urban planning and entertainment. However rendering in real time many people in a complex environment is still challenging. In this paper, we propose methods for rendering real time animated crowds in virtual cities. We take advantage of the properties of an urban environment, and the way a viewer and the avatars move within it, to produce fast rendering, based on positional and directional discretization. To allow the display of a large number of different individual people at interactive frame rates, we combined texture compression with multi-pass rendering. The results show that we can visualise in real time a city with thousands of animated people.
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1 Introduction

The wide use of computer graphics in games, entertainment, medical, architectural and cultural applications, has led it to becoming a prevalent area of research. At the current stage of technology, a user can interactively navigate through complex, polygon-based scenes rendered with sophisticated lighting effects and high quality antialiasing techniques. Animated characters (or agents) with which the users can interact are also becoming more and more common. However, the rendering of crowded scenes with thousands of different animated virtual people has still not been addressed sufficiently for real time use. In this paper we propose new methods for the rendering of these highly populated scenes. To render animated human avatars in a complex polygonal model will result in non-interactive frame rate. In this paper, we propose a new method to display avatars using an image-based rendering approach.

In order to minimize geometrical complexity, as it is too slow to display polygonal models, each human is represented with a single adaptive impostor. Appropriate impostor images are selected depending on the viewpoint position and the frame of animation. A previous approach [15] has already proposed such a solution. However, with that approach there is a trade off between the memory usage and the quality/variety of the rendering. The required texture memory is excessive, reducing the avatars simulated to only one kind of human. Thus the generated animation is in real time for thousands humans but which look all the same. Our current work boosts the quality of rendering using aggressive optimisations and adding important environmental effects such as shadows.

We analysed all the improvements needed to allow more variety with an increase of the visual quality, while keeping a real time frame rate. This led us to a set of new techniques presented in this paper, which combined together help to display crowd of humans with an undeniable improved quality while keeping the rendering cost low. We minimize the popping effect when changing views, by choosing the impostor representation that fits best for walking humans. However, the technique used to select the best fitting impostor can be applied to other kinds of objects. We also decided on a strategy to decrease the amount of texture memory required for one human, as well as finding new displaying methods to make every avatar look different. To minimize the memory consumption we drop the regular-grid organization of the images, removing all the unused space in the impostor images set, in this way reducing the memory requirements to about 3/4. This compression technique reduces the size of the required texture memory for each kind of human, allowing the addition of several kinds of humans. To enhance the crowd variety without increasing the memory usage, we use multi-pass rendering. An example of the final rendering system can be seen in Fig. 1.

In Section 2, we briefly introduce some of the previous work on virtual city simulation, as well as the previous image-based rendering approaches which are relevant to our work. We then describe an image-based rendering method to display humans in real time, explaining the impostor representation chosen in Section 3, detailing the texture compression algorithm in Section 4, and the multi-pass algorithm in Section 5. Finally we conclude with some results and a discussion.

2 Background

The rendering of populated urban environments requires the synthesis of what are often considered two separate problems: the real-time visualisation of large-scale static environments, and the visualisation of animated crowds and traffic. Because both are expensive to render it is essential to reduce the amount of time required for each frame to be displayed. In this paper, we focus on real-time display of an animated crowd. We believe that the effort made on the animated crowd display combined together with accelerating techniques for walkthrough in virtual environments, should allow high-quality visualisation of big cities.

Large-scale environments are those containing millions of polygons. Although thousands of polygons can be displayed and visualised in a real-time frame rate, delays appear between frames for a larger number of polygons decreasing the quality of the visuali-
sation and the ability of the user to walk through. There has been a lot of published work on this subject. There are in general three different classes of methods that can be used for accelerating the rendering of large environments: visibility culling, image-based rendering and level-of-detail representation. In our case, we need to reduce the number of polygons to display as well as to take care of the real-time animation of the avatars. Level of detail and visibility culling proved to be efficient, but still many polygons need to be rendered. In a crowded square, a user might visualise thousands of virtual avatars as well as a view of the surrounding city details. Even the use of level of details techniques results in too many polygons to display. Considering these limitations, an image-based rendering approach seemed more suitable for both the animation and the rendering of animated avatars. We focused on the lowest level, when the viewer is at a certain distance from the virtual humans, and potentially has in view a very large number of them. In applications for which a user needs to have a closer look, only the closer avatars can be rendered with polygons.

The principle of image based rendering techniques is to replace parts of the polygonal content of the scene with images. These images can be either computed dynamically or a priori. Maciel [7] uses pre-rendered images to replace polygonal parts of a static environment in a walkthrough application. This is done individually for single objects or hierarchically for clusters of objects. These images are used in a load balancing system to replace geometry which is sufficiently far away. In [11, 12] the authors introduced the concept of dynamically generated impostors. In this case object images are generated at run-time and re-used for as long as the introduced error remains below a threshold. Numerous algorithms have subsequently been proposed in literature, that try to generate better approximations. For example Chen [3], Debevec [6] and McMillan [9] warp the images to adapt them to different viewpoints while Mark [8] and Darsa [5] apply the images on triangular meshes to better approximate the shape of the object. Schaufler [10] proposed a hardware assisted approach to image warping and Dally [4] used an algorithm that is very efficient in storing image data starting from a number of input images.

The literature on human modelling and rendering is also very extensive. However the largest part of it is concerned with achieving realistic approximations using complex and expensive geometric representations. Even with the help of level of detail techniques it would be almost impossible to use a very large number of such representations in a real-time system. An alternative which was recently employed by Aubel et al. [1, 2] is the use of impostors for the rendering of the virtual humans. In [1] each human is replaced by a single impostor while in [2] the authors take a much more detailed approach where each body part is replaced by an impostor, overall using 16 impostors for each human. In both of these methods the impostors are computed dynamically and used only for a few frames before being discarded. Tecchia et al. [15] proposed a less accurate but much more scalable method which uses fully pre- computed images. They showed results with only one individual replicated many times due to the excessive texture requirements.

Part of our work is based on the approach of Tecchia et al. [15] which mapped an appropriate texture onto an impostor to display walking humans. In this previous approach, to generate the impostors, a set of textures is created, each corresponding to a frame of animation. Each texture is composed of a set of images of the character taken from different positions. A sampled hemisphere is used to capture the images, from 32 positions around the character and 8 elevations. At run time, depending of the viewpoint position respect to each individual, the most appropriate image is chosen and displayed on an impostor, which is a single polygon dynamically oriented toward the viewpoint. No interpolation is used between views, as this would be too CPU-intensive. The appropriate texture to map is chosen depending on the viewpoint and the frame of animation. To improve the rendering speed, the humans are drawn frame by frame of animation and the textures are loaded only once per frame of rendering.

However several limitations can be observed in the technique used in Tecchia et al. [15]. First it needs a lot of texture memory because 32*8 samples images need to be stored in one texture. Popping between frames of animation can also be observed due to the sampling of the view position (there are 11.25 degrees of differences in the orientation of the object between each image). As a consequence of the cost of the texture memory, the authors showed animation only for a single type of character. However, we decided to use this method as a basis because it opens a great potential if efforts are made to reduce memory requirements.

In the next sections, we detail the different contributions of this paper. First we studied different ways of placing the impostor polygon to reduce popping effects (see Section 3). To reduce the amount of texture memory needed, we combined texture compression explained in Section 4 together with multi-pass rendering which helps to enable variety as described in Section 5.

3 Choosing the impostor representation

When image-based representation are used to render complex objects, two common forms of artefacts may arise: missing data due to inter-occlusion may cause black regions to appear, and popping effects may occur when the image samples are warped and/or blended to obtain the final image. As we introduced earlier, we try to maximize the rendering speed using a minimal geometric complexity for each impostor; this leads us to use a single polygon as the plane on which to project a sample. In this scenario, the main perceived artefact is the popping between different samples as the viewpoint changes; unfortunately, the multi-pass algorithm used in our system to improve the crowd variety prevents us from blending together different samples, solution that could have mitigated the problem. Another way to reduce the popping effect could be to augment the number of samples. However since we still want to minimize the memory consumption, we preferred to use some other methods. Taking into account that we have only a limited number of image samples available, we decided to accept this popping effect up to a certain extent, while putting some effort to minimize it.

The popping artefact is due to the fact that all the points on the surface of the sampled object are projected onto the same plane, from the direction that the camera is facing when the sample is created. Obviously, as the camera position changes, the projection of such points on the impostor cannot change, and the current impostor is no longer an exact replica of the object appearance. The amount of error for a generic point on the object surface is proportional to the distance of the point from the projection plane. This is demonstrated in Fig. 2.

The plane commonly used in literature as the projection plane for an impostor is usually the one perpendicular to the view direction from which the sample image was taken. This plane does not take into account the shape of the object nor any kind of special occlusion that could be present in the image. We then decided to try a different approach: given an object and the camera position from where the sample image is created, we search for the projection plane passing trough the object that minimises the sum of the distances of the sampled points and the projection plane.

To apply such idea, we need to project back in the 3D space the points visible in the impostor image, to get 3D visible samples of the object. We apply a Principal Component Analysis (PCA) to the set of 3D points and identify the two principal eigenvectors as directions describing the projection plane. In the case of samples of human polygonal models, such a plane results in a far better approximation of the position of the visible pixels in respect to the actual point positions in 3D. Unfortunately, other visual artefacts
Figure 2: Error introduced when changing the viewpoint. This error is proportional to the distance between the 3D point and the projection plane.

Figure 3: Distance of the visible samples from the impostor plane. Left: The plane is perpendicular to the camera direction. Right: The best fitting plane is chosen to minimise the distance between sample points and the projection plane.

arose using the best fitting plane as the impostor plane; in fact, the new special orientation of this new plane produces an asymmetric warping of the image depending on which direction the camera moves away from the sampling position. For some extreme cases, for a particular plane orientation and a certain distance of the camera, perspective distortions can also become too evident.

As the best fitting plane computing with PCA cannot be used as it, we reduce the artefact combining the two possible orientations of the plane. Starting from an impostor plane purely perpendicular to the camera, we "perturb" its orientation using the result plane obtained from a PCA of the sample image. We therefore minimise the popping while limiting the introduction of other artefacts.

4 Image compression

Although the texture memory available has increased in hardware, efforts should be made to reduce the amount used for displaying virtual humans. First it can be noticed that because humans are walking, the movement is symmetric. Instead of 32 samples, we can then reduce it to 16 and get the others 16 by mirroring the texture. Such symmetry can be noticed in other objects, such as for cars or bicycles and this approximation may be useful for these as well.

Second, all the images are of the same size. This results in a considerable waste of space, since for some images the human fits a restricted area. We start placing the samples on a texture using a regular grid as was done in Tecchia et al. [15]. Each sample is a prerendered ray-traced image of 256*256 pixels \(^1\) of the character, using an orthographic projection. An example of the resulting image is shown in Fig. 4. In this way, extracting a particular sample is a trivial and fast operation, but there is a lot of unused texture space around each of the samples that gets wasted. To minimise the amount of such unused regions, during the pre-processing phase we compute the smallest rectangle containing the character for each sample. Then, we combine all these samples in a single image, reorganising them in order to minimise the unused space. Thanks to this process, the resulting new image is much smaller than the original without any loss, in terms of image quality. With our current reorganisation strategy, we can reduce the amount of texture memory used to store our human images to 25% of the original value. In our case, in order to have a good trade-off between the quality and the memory required for the samples, each frame of animation was stored using a single image of 512*512 pixel as a total size. An example of the resulting texture is shown in Fig. 5. The texture was then stored using the OpenGL compressed format \(\text{GL\_COM\_} \text{COMPRESSED\_} \text{RGBA\_} \text{S3TC\_} \text{DXT3}\) [16],

\(^1\)using 3dmax
which gives a further memory compression ratio of 1:4. This ratio is extremely efficient, although the image looses part of the quality. The compression format allows us to keep alpha values, and encodes them in 4 bits. Once loaded in texture memory, each frame of animation for a single human model requires 256 Kbytes.

Because we no longer have a regular grid, appropriate texture coordinates now need to be precomputed and stored for each sample. Then, at rendering time we need to compute on the fly the right size and orientation for the impostor to avoid the introduction of distortions of the sample image. It is important to notice that, because of our optimal samples placement strategy, these parameters generally vary for different frames of animation even considering a fixed point of view. An example of the mapping and the choice of the impostor is shown in Fig. 5.

5 Improving the variety

With the texture compression described above we gain texture memory which we can use to simulate more humans than in Tecchia et al. [15]. To simulate 10 different types of human, with 10 frames of animation each, we need 25MB of texture memory. Although we improved the possibility of variety, ten different avatars are not enough to populate a city. Because we were limited by the texture memory, we decided to modify the texture on the fly using multi-pass rendering. As we cannot change the shape and the kind of human, we changed the colour of significant parts of the body, like cloth, hairs, and skin colour.

To identify the area to change, we pre-compute an alpha-channel image with a different alpha value for each part to modify (see Fig. 5). Tuning the alpha channel we can define up to 256 different regions in the texture if no compression is used, or up to 32 if using the s3tc compression [16] since only 4 bits are available for the alpha channel. In the rendering process, we use the alpha channel to select parts to be rendered while a multi-pass rendering. For each pass, the impostor polygon colour is changed to the expected colour and the texture is applied using the flag GL_MODULATE and setting the alpha threshold of the alpha test to the one associated with the part of interest.

Because we compute a texture modulation, the shading is preserved since it is already included into the texture. In our experiments, we draw up to 3 passes, thus changing only the colour of the shirt and the trousers. More passes can be done since we can identify up to 32 regions. However, the multi-pass rendering might slow down the overall rendering rate, and a trade off between the variety and the rendering time must be done.

6 Implementation details and results

We implemented and tested the methods described above. For the simulation, we added some elements that allow better quality for the results.

In order to control the motion of the virtual humans, we subdivide the floor of the environment into tiles of regular size. While humans move around, they check information corresponding to the tile they occupy. Any information can be stored [13] but we use only this information for collision detection and shadowing. The tiles are subdivided so that an avatar can be at different positions into the same tile. If an avatar stays in the same tile in the next frame, it just continues to move in its current direction and no decision needs to be taken. In our system, the collision detection map is a binary map. When the tile is encoded by black, it is impassable and the avatar needs to change direction. We performed as well inter-collision detection between humans, by checking if a destination tile is already occupied. We also use a binary shadowing map, which encodes regions on the ground covered by the shadows of the buildings, to determine if humans are in shadows relatively to the buildings. When a human reaches a dark cell of the 2D representation of the positions, its impostor is darkened.

Using the impostor approach, we can also compute and display the shadows of the moving humans. We use another polygon to be displayed on the floor with a shadow texture. The polygon is the projection of the human impostor on the floor level with regards to the light direction. When rendering, the shadows are displayed using the appropriate frame, which corresponds to the position of the human. Depending on the light position, the appropriate texture is applied and the projected polygon is scale consistently to the texture compression. To fake a shadow, the shadow impostor polygon is darkened so that the texture is modulated and darkened as well.

We develop the system on a PC Pentium III - 800Mhz with NVIDIA GeForce GTS2 video card. We populated our environment with 6 different avatars, and perform 3 passes to draw different colours, chosen randomly. For the results shown on Fig. 6 and 6, we displayed 2,000 for each of four types of humans and 1,000 for each of the two last type, thus displaying 10,000 of different humans. One of these types is a jogger, thus having an animation different from the others. These humans move in a village modelled with 41,260 polygons. The display is updated between 12 and 20 frames per second depending on the displayed polygonal complexity. Although the rendering is done in real time, there is no trade off made to decrease the quality. The rendering quality is as good as if no optimisation algorithms had been done. Some videos are shown in http://www.cs.ucl.ac.uk/staff/Y.Chrysanthou/crowds/CGA/.

To evaluate the scalability of our simulation, we tried to simulate 1,000, 5,000, and 10,000 people. We run the simulation on a chosen path identical for each simulation.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>0 people</th>
<th>1,000 people</th>
<th>5,000 people</th>
<th>10,000 people</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frames per sec</td>
<td>26.50</td>
<td>24.08</td>
<td>18.36</td>
<td>13.35</td>
</tr>
</tbody>
</table>

As can be seen, rendering the city model itself already uses a lot
of the resources since the average display is of 20 frames per second. We believe that an occlusion culling algorithm performed on the static model could help to accelerate the rendering. The frame rate then decreases while the number of polygons (one per avatar) displayed increases. It is to be noticed that these numbers include as well the collision detection performed for each of the virtual humans simulated. A visibility test as well as an occlusion culling algorithm applied to both the collision detection and the display of the humans could accelerate the frame rate.

7 Conclusion and future work

We have presented a system that allows real time rendering of widely populated large scaled environments. The method allows real time rendering of a high number of different animated people, using multi-layered animated impostors. The rendering speed is independent of the complexity of the avatar model, although rendering the same number of humans would be impossible if using polygonal models. We improved already existing methods by three main contributions. First the choice of the impostor is adapted to the object to render, thus minimising popping effects when changing view. Second the amount of texture memory has been reduced, allowing the load of a higher number of different kinds of people. Finally we presented a multi-pass algorithm, taking advantage of the alpha channel to select and colour different regions of the body, thus allowing a wide variety (the 10,000 people simulated in our experiment are all different).

With the continuous raise of the texture memory available in common machines we predict that the use of such IBR approaches will provide solutions to crowd visualisation. Although we have already achieved valuable results, we believe that this method offers great potential for further developments.

We have already shown that shadows could be generated with the impostors and that we can modulate the intensity of the impostor polygon to reflect shadowing. Impostors were previously shaded while rendered in 3max, but we believe that we could shade on the fly the impostors using normal maps indicating the orientation of each pixel.

Methods to cull polygons could speed up rendering times, selecting for display both polygons from the static environments and the moving people [14].

The current algorithms could certainly be used to render different kinds of objects such as cars, pets, children, or groups of people (children holding the hand of an adult). Also several animations could be possible, with an appropriate load of the texture. Particular care should be taken for transitions in between animations. Moreover using the multi-pass rendering algorithm we could simulate simple animation such as turning the head to left or right.

Finally, for each of this new type of objects more work should be done on developing appropriate behaviour. Although a lot of work has been done on behaviour in cities, there are still a lot of problems to solve, especially for real time simulation of thousands of agents.
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Figure 7: The crowd visualisation. Notice the number of different people. Using the optimisation techniques presented in the paper, we visualise thousands of different humans in real time.

Figure 8: A view closer to the humans.