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Summary. The definition of composition like a vector whose components are subject to the restriction of constant sum is revised from a mathematical point of view. Starting from the definition of an equivalence’s relation on the positive orthant of the multidimensional real space $\mathbb{R}^d$, the compositions become equivalence classes of elements of $\mathbb{R}^d$, and the set of them —i.e., the corresponding quotient set— the compositional space $\mathcal{C}^d$. In this way, the simplex becomes one, among many, of the possible representations of this quotient space. The logarithmic transformation defines a one-to-one transformation between $\mathcal{C}^d$ and a suitable vector quotient space $\mathcal{L}^d$ defined on the multidimensional real space. This transformation allows to transfer the Euclidean structure easily defined on $\mathcal{L}^d$ to the compositional space. It is showed that, from a mathematical point of view, the methodology introduced by Aitchison is fully compatible with the nature of compositional data, and is independent of the representation used to manage the compositional data.
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1. Introduction

Traditionally, compositional data have been identified with closed data, and the simplex has been considered as the natural sample space of this kind of data.


More crucial than the constraining property of compositional data is the scale-invariant property of this kind of data. Indeed, when we are considering only some parts of a full composition, our data are still compositional, although the constraint condition is not accomplished. This fact was acknowledged in Aitchison (1992, 1997) introducing his argument that any sensible statistical analysis on compositional data had to be based on logarithms. From a mathematical point of view, we believe that it is necessary to give a wider definition of the concept of composition. This is done in Section 2 where the compositional equivalence
relation in the positive orthant of the multidimensional real space $\mathbb{R}^D$ is introduced. In this manner, the space of all compositions —the compositional space $\mathcal{C}^d$, where $d = D - 1$— is a quotient space, and the $d$-dimensional simplex $\mathcal{S}^d$ is only one way, among many, to represent $\mathcal{C}^d$. In this manner, it is even more evident that any analysis performed on compositional data should and can be independent of their representation.

From this wider definition of composition and with the help of the logarithmic and the exponential transformations, we develop in Sections 3 to 6 the successive steps to define an Euclidean structure on the compositional space $\mathcal{C}^d$. First, an Euclidean structure is defined on a suitable real quotient vector space $\mathcal{L}^d$ of $\mathbb{R}^D$, and then this structure is translated to $\mathcal{C}^d$ by means of the exponential transformation. All of these results are more extensively developed in Barceló-Vidal (Barceló-Vidal).

2. The space of compositions

2.1. First definitions

Any $D \times 1$ real vector $\mathbf{w} = (w_1, \ldots, w_D)^t$ with positive components or parts will be called a $D$-observational vector. The set of all these vectors is the $D$-dimensional positive real space $\mathbb{R}_+^D$, the positive orthant of $\mathbb{R}^D$.

**Definition 1.** Two $D$-observational vectors $\mathbf{w}$ and $\mathbf{w}^*$ are compositionally equivalent, written $\mathbf{w} \sim \mathbf{w}^*$, if there exists a positive constant $k$ such that $\mathbf{w} = k\mathbf{w}^*$. This equivalence relation on $\mathbb{R}_+^D$ partitions the space in equivalence classes, called $D$-part compositions or, briefly, compositions.

The composition generated by an observational vector $\mathbf{w}$—i.e., the equivalence class of $\mathbf{w}$—is symbolized by $\underline{\mathbf{w}}$:

$$\underline{\mathbf{w}} = \{ k\mathbf{w} : k \in \mathbb{R}_+^D \}.$$  

The set of all $D$-part compositions—i.e., the quotient space $\mathbb{R}_+^D/\sim$—is called the compositional space, and is symbolized by $\mathcal{C}^d$, where $d = D - 1$.

The quotient mapping from $\mathbb{R}_+^D$ to $\mathcal{C}^d$ which assigns the class $\underline{\mathbf{w}}$ to each $D$-observational vector $\mathbf{w}$ will be denoted by $\text{ccl}$ (from compositional class):

$$\text{ccl} \mathbf{w} = \underline{\mathbf{w}} \quad (\mathbf{w} \in \mathbb{R}_+^D).$$  

In Section 4, we justify why the set of all $D$-part compositions is symbolized by $\mathcal{C}^d$ and not by $\mathcal{C}^D$. A $D$-part composition can be geometrically interpreted as a ray from the origin in the positive orthant of $\mathbb{R}^D$ (see Fig. 1a).

The equivalence relation given in Definition 1 can be reformulated from the ratios of the components of observational vectors.

**Property 1.** Two $D$-observational vectors $\mathbf{w} = (w_1, \ldots, w_D)^t$ and $\mathbf{w}^* = (w_1^*, \ldots, w_D^*)^t$ are compositionally equivalent if and only if

$$\frac{w_i}{w_j} = \frac{w_i^*}{w_j^*} \quad \text{for each } i, j = 1, \ldots, D.$$  

\[\Box\]
2.2. Selection criteria

Any composition \( \mathbf{w} \) is determined by any observational vector belonging to the equivalence class \( \mathbf{w'} \). Thus, different criteria can be used to select a specific observational vector to represent a composition, leading to interesting results.

We symbolize by \( \text{ccd}_L \) the operator which transforms each \( D \)-observational vector \( \mathbf{w} \) into the unit-sum vector \( \mathbf{w} / \sum_{j=1}^{D} w_j \). This operator corresponds to the constraining operator \( \mathcal{C} \) introduced in Aitchison (1986, p. 31). It is clear that \( \mathbf{w} \sim \text{ccd}_L \mathbf{w} \), and that the operator \( \text{ccd}_L \) is constant on the vectors belonging to the same compositional equivalence class, i.e., if \( \mathbf{w} \sim \mathbf{w'} \), then \( \text{ccd}_L \mathbf{w} = \text{ccd}_L \mathbf{w'} \).

**Definition 2.** The operation which selects from each composition \( \mathbf{w} \) the compositionally equivalent unit-sum observational vector \( \text{ccd}_L \mathbf{w} \) is called linear criterion.

Geometrically, \( \text{ccd}_L \mathbf{w} \) is the intersection of the ray going from the origin through \( \mathbf{w} \) and the hyperplane of \( \mathbb{R}^D \) defined by the equation \( w_1 + \ldots + w_D = 1 \) (see Fig. 1a). The set of all these points is the well-known \( d \)-dimensional regular simplex:

\[
S^d = \{(w_1, \ldots, w_D) : w_1 > 0, \ldots, w_D > 0; w_1 + \ldots + w_D = 1\}.
\]

The simplex \( S^2 \) corresponds to ternary diagram, an equilateral triangle of unit altitude. For any point \( P \) in triangle 123 (see Fig. 1b) the perpendiculars \( w_1, w_2 \) and \( w_3 \) from \( P \) to the sides opposite 23, 13 and 12, respectively, satisfy \( w_1 + w_2 + w_3 = 1 \). Similarly, the simplex \( S^3 \) corresponds to a regular tetrahedron 1234 of unit altitude.

![Fig. 1](a) The 3-part compositions are interpreted as rays from the origin of \( \mathbb{R}^3 \). Linear selection criterion; (b) The simplex \( S^2 \).

We symbolise by \( \text{ccd}_E \) the operator which transforms each \( D \)-observational vector \( \mathbf{w} \) into the unit-length vector \( \mathbf{w} / \|\mathbf{w}\| \). It is clear that \( \mathbf{w} \sim \text{ccd}_E \mathbf{w} \), and that the operator \( \text{ccd}_E \) is constant on the vectors belonging to the same compositional equivalence class.

**Definition 3.** The operation which selects from each composition \( \mathbf{w} \) the observational unit-length vector \( \text{ccd}_E \mathbf{w} \) is called spherical criterion.
Geometrically, $\text{cel}_E \mathbf{w}$ is the intersection of the ray going from the origin through $\mathbf{w}$ and the unit sphere of $\mathbb{R}_+^D$ centered in the origin (see Fig. 2a).

We symbolise by $\text{cel}_H$ the operator which transforms each $D$-observational vector $\mathbf{w}$ into the unit-product vector $\mathbf{w}/g(\mathbf{w})$, where $g(\mathbf{w}) = (\prod_{j=1}^D w_j)^{1/D}$ is the geometric mean of the components of vector $\mathbf{w}$. It is clear that $\mathbf{w} \sim \text{cel}_H \mathbf{w}$, and that the operator $\text{cel}_H$ is constant on the vectors belonging to the same compositional equivalence class.

**Definition 4.** The operation which selects from each composition $\mathbf{w}$ the unit-product observational vector $\text{cel}_H \mathbf{w}$ is called *hyperbolic criterion*. □

Geometrically, $\text{cel}_H \mathbf{w}$ is the intersection of the ray given from the origin through $\mathbf{w}$ and the hyperbolic surface $Hip_D$ in $\mathbb{R}_+^D$ defined by the generic equation $\prod_{j=1}^D w_j = 1$ (see Fig. 2b).

![Fig. 2.](image)

**Fig. 2.** (a) Spherical selection criterion (case $D=3$); (b) Hyperbolic selection criterion (case $D=2$).

Figure 3 shows the three criteria of selection for $D = 2$ in the same graph.

### 2.3. Compositional nature of data

When the components of the observational vectors of our data set represent ratios of a fixed total —i.e., when they represent relative magnitudes—, the data is clearly *compositional* because the components provide to us only relative information and not absolute information. In this case, only ratios between components are meaningful, and those ratios are independent from the arbitrary total.

Sometimes, the components of the observational vectors are themselves meaningful, i.e., they represent absolute magnitudes. But, in spite of that, we can decide to take only account the information given by the ratios between the components. If so, we are implicitly assuming that the vectors $\mathbf{w}$ and $k\mathbf{w}$, with $k > 0$, are providing to us the same information. Therefore, in this case, we are also handling our data as *compositional data*.

In any case, if our data set is a compositional data set, our analysis have to be independent of the observational vectors used to represent the compositions. This is equivalent
to say that any meaningful analysis can be expressed in terms of ratios of components of the observations vectors. Or, in a more mathematical form, it is equivalent to work with the equivalence classes of the compositional space \( C^d \). Therefore, although the representation of the compositional space on the simplex might be considered the best and the simplest representation, we have to be able to perform our analysis independently of the representation.

### 2.4. Subcompositions

Sometimes, we focus our attention on the relative magnitudes of a subset of parts of a composition.

**Definition 5.** Given a composition \( \mathbf{w} \in C^d \), any composition obtained from the selection of two or more parts of the \( D \)-observational vector \( \mathbf{w} \) is termed a subcomposition of \( \mathbf{w} \).

Let be \( C \) the number of selected parts, with \( 2 \leq C < D \). We symbolize by \( S \) the ordered subset of indices of the selected parts of \( \mathbf{w} \) to be included in the subcomposition. We write \( \mathbf{w}_S \) to indicate the observational subvector formed from the corresponding parts of \( \mathbf{w} \), and therefore \( \mathbf{w}_S \) represents the final subcomposition, which belongs to the compositional space \( C^c \), where \( c = C - 1 \).

**Definition 6.** Given an ordered set \( S \) composed by \( C \) different indices from \( \{1, \ldots, D\} \), the formation of a subcomposition can be considered as the transformation \( \text{subs}_S \) from \( C^d \) to \( C^c \) given by
It is obvious that \( \text{sub}_S \mathbf{w} \) is independent of the observational vector selected to represent the composition \( \mathbf{w} \).

Geometrically, the formation of a subcomposition \( \mathbf{w}_{S} \) from a \( D \)-part composition \( \mathbf{w} \) corresponds to the orthogonal projection of the ray associated to \( \mathbf{w} \) in \( \mathbb{R}^D \) onto a subspace of dimension \( C \). This subspace is generated by the coordinate axes associated to the parts selected to form the subcomposition (see Fig. 4).

\[ \text{sub}_S : \mathcal{C}^d \rightarrow \mathcal{C}^c, \quad \mathbf{w} \rightarrow \mathbf{w}_S. \tag{1} \]

\[ \square \]

**Fig. 4.** Geometrical interpretation of the formation of the subcomposition \( \mathbf{w}_{S} \) from a composition \( \mathbf{w} \in \mathcal{C}^2 \); (a) in \( \mathbb{R}^2 \); (b) in \( S^2 \).

Obviously, the subcompositional mapping \( \text{sub}_S \) from \( \mathcal{C}^d \) to \( \mathcal{C}^c \) is not injective. In spite of that, it would be interesting to define an application from \( \mathcal{C}^c \) into \( \mathcal{C}^d \) which univocally sends each composition of \( \mathcal{C}^c \) to a composition of \( \mathcal{C}^d \). In order to not complicate unnecessarily the notation, we will assume that \( S = \{D - C + 1, \ldots, D\} \).

**Definition 7.** We define the mapping \( \text{inc}_S \) from \( \mathcal{C}^c \) to \( \mathcal{C}^d \) as

\[ \text{inc}_S \mathbf{w} = \text{ccl} \left( 1, \ldots, \frac{w_C}{g(\mathbf{w})} \right) \quad (\mathbf{w} \in \mathcal{C}^c). \tag{2} \]

\[ \square \]

It is clear that \( \text{inc}_S \mathbf{w} \) is independent of the observational vector selected to represent the composition \( \mathbf{w} \).

**Property 2.** The mapping \( \text{inc}_S \) from \( \mathcal{C}^c \) to \( \mathcal{C}^d \) is injective. Moreover, the composed mapping \( \text{sub}_S \circ \text{inc}_S \) is the identity mapping on \( \mathcal{C}^c \). \[ \square \]
3. The logarithmic transformation on the compositional space

3.1. A quotient space in $\mathbb{R}^D$

The logarithmic transformation from $\mathbb{R}_+^D$ to $\mathbb{R}^D$ suggests to define in $\mathbb{R}^D$ an equivalence relation in correspondence with the compositional equivalence relation defined in $\mathbb{R}_+^D$. Certainly, if $w \sim w^*$, then $\log w \sim \log w^*$ of $\mathbb{R}^D$ is a multiple of the vector of unities $1_D = (1, \ldots, 1)' \in \mathbb{R}^D$.

**Definition 8.** Two vectors $z$ and $z^*$ in $\mathbb{R}^D$ are equivalent, written $z \equiv z^*$, iff there exists a constant $\lambda$ such that $z^* = z + \lambda 1_D$. If we consider the one-dimensional subspace $U = \{\lambda 1_D : \lambda \in \mathbb{R}\}$ of $\mathbb{R}^D$, the previous equivalence relation can be also defined as

$$z \equiv z^* \iff z - z^* \in U.$$ 

Therefore, it is natural to symbolize by $z + U$ the equivalence class or coset generated by the vector $z$ in $\mathbb{R}^D$. The set of all these cosets --- i.e., the quotient space $\mathbb{R}^D/U$ --- will be symbolized by $\mathcal{L}^d$, where $d = D - 1$.

The quotient mapping from $\mathbb{R}^D$ to $\mathcal{L}^d$ which assigns the class $z + U$ to each vector $z \in \mathbb{R}^D$ will be denoted by ucl:

$$\text{ucl}(z) = z + U \quad (z \in \mathbb{R}^D).$$

From Figure 5 it is clear that the cosets $z + U$ can be geometrically interpreted by straight lines parallel to $1_D$. It seems "natural" to represent an equivalence class $z + U$ by the point of intersection of the straight line associated to this coset and the hyperplane $V = \{z \in \mathbb{R}^D : z^t 1_D = 0\}$ of $\mathbb{R}^D$ by the origin, orthogonal to $1_D$. This point of intersection can also be interpreted as the common orthogonal projection onto $V$ of all the vectors belonging to the equivalence class $z + U$.

We symbolize by $\text{ucl}_V$ the operator which transforms each vector $z$ of $\mathbb{R}^D$ into its orthogonal projection onto the hyperplane $V$. It is clear that $z \equiv \text{ucl}_V z$, and that the operator $\text{ucl}_V$ is constant on the vectors belonging to the same coset. It is easy to prove that

$$\text{ucl}_V z = z - \frac{\sum_{j=1}^D z_j}{D} 1_D = H_D z,$$

where $H_D$ is the well-known centering matrix of order $D \times D$ (see Mardia et al., 1979). We recall that this matrix is equal to $1_D - D^{-1} J_D$, where $I_D$ is the identity matrix of order $D \times D$, and $J_D = 1_D 1_D'$.

3.2. The logarithmic transformation between the quotient spaces

The logarithmic and exponential transformations from $\mathbb{R}_+^D$ to $\mathbb{R}^D$ are compatible with the equivalence relations $\sim$ and $\equiv$ defined in $\mathbb{R}_+^D$ and $\mathbb{R}^D$, respectively. That is to say,

$$w \sim w^* \in \mathbb{R}_+^D \implies \log w \equiv \log w^* \in \mathbb{R}^D,$$
Fig. 5. Geometric interpretation of equivalence classes in $\mathcal{L}^1 = \mathbb{R}^3 / U$

\[
z \equiv z^* \text{ in } \mathbb{R}^D \implies \exp z \sim \exp z^* \text{ in } \mathbb{R}^D.
\]

Therefore, these transformations can be extended to the quotient spaces $\mathcal{L}^d$ and $\mathcal{L}'^d$. We will symbolize by $\logc$ the transformation from $\mathcal{L}^d$ to $\mathcal{L}'^d$:

\[
\logc \mathbf{w} = \log \mathbf{w} + U \quad (\mathbf{w} \in \mathcal{L}^d),
\]

and by $\expc$ the inverse transformation from $\mathcal{L}'^d$ to $\mathcal{L}^d$:

\[
\expc (z + U) = \ccl (\exp z) \quad (z + U \in \mathcal{L}'^d).
\]

The point vector in $V$ of the coset $\logc \mathbf{w}$ will be given by

\[
\ccl_V (\log \mathbf{w}) = H_D \log \mathbf{w} = \log \frac{\mathbf{w}}{g(\mathbf{w})}.
\]

**Definition 9.** The centered logratio transformation —denoted by $\chr$— is the one-to-one function from the compositional space $\mathcal{L}^d$ to the subspace $V$ of $\mathbb{R}^D$, defined by

\[
\chr \mathbf{w} = \log \frac{\mathbf{w}}{g(\mathbf{w})} \quad (\mathbf{w} \in \mathcal{L}^d).
\]

The inverse transformation, from $V$ to $\mathcal{L}^d$, is given by

\[
\chr^{-1} \mathbf{z} = \ccl (\exp \mathbf{z}) \quad (\mathbf{z} \in V).
\]

It is interesting to note that the logarithmic and the exponential transformations establish a one-to-one correspondence between the hyperbolic surface $H_{ipD}$ in $\mathbb{R}^D_+$ and the hyperplan $V$ in $\mathbb{R}^D$. 
4. The compositional space as a real vector space

As $U$ is a vector subspace of dimension one of the $D$-dimensional space $\mathbb{R}^D$, the quotient space $\mathcal{L}_d = \mathbb{R}^D/U$ can be structured as a real vector space of dimension $d = D - 1$. To do so, we define the sum of two cosets $z + U$ and $z^* + U$ as

$$(z + U) + (z^* + U) = (z + z^*) + U,$$

and the product of a coset $z + U$ by a constant $\lambda \in \mathbb{R}$ by

$$\lambda(z + U) = \lambda z + U.$$

The coset $1_D + U$ is the neutral element and the opposite of $z + U$ is the coset $(-z) + U$.

The one-to-one correspondence between $\mathcal{C}_d$ and $\mathcal{L}_d$ allows to define in $\mathcal{C}_d$ a real vector space isomorphic to $\mathcal{L}_d$.

**Definition 10.** In correspondence with the sum in $\mathcal{L}_d$, the inner operation $\odot$ in $\mathcal{C}_d$ is defined as

$$\mathbf{w} \odot \mathbf{w}^* = \exp(\log(\mathbf{w}) + \log(\mathbf{w}^*)) = \text{ccl}(w_1, \ldots, w_D) (\mathbf{w}, \mathbf{w}^* \in \mathcal{C}_d).$$

Equally, in correspondence with the product by a constant in $\mathcal{L}_d$, the external operation $\odot$ in $\mathcal{C}_d$ is defined as

$$\lambda \odot \mathbf{w} = \exp(\lambda \log(\mathbf{w})) = \text{ccl}(w_1, \ldots, w_D) (\mathbf{w} \in \mathcal{C}_d) (\lambda \in \mathbb{R}).$$

Therefore, $(\mathcal{C}_d, \odot, \odot)$ becomes a real vector space, isomorphic to the quotient space $\mathcal{L}_d$. In the commutative group $(\mathcal{C}_d, \odot)$, the composition $1_D = \text{ccl}(1, \ldots, 1)$ is the neutral element, and the inverse composition $\mathbf{w}^{-1}$ of $\mathbf{w} = \text{ccl}(w_1, \ldots, w_D) (\mathbf{w} \in \mathcal{C}_d)$ is the composition $\mathbf{w}^{-1} = \text{ccl}(1/w_1, \ldots, 1/w_D)$.

Provided that $(\mathcal{C}_d, \odot, \odot)$ is a real vector space, it can be viewed as an affine space when the group $(\mathcal{C}_d, \odot)$ operates on $\mathcal{C}_d$ as a group of transformations.

**Definition 11.** Given a composition $\mathbf{p} \in \mathcal{C}_d$, the perturbation associated to $\mathbf{p}$ is the transformation from $\mathcal{C}_d$ to $\mathcal{C}_d$ defined by

$$\mathbf{c} \mapsto \mathbf{p} \odot \mathbf{c} \quad (\mathbf{c} \in \mathcal{C}_d).$$

Then, we say that $\mathbf{p} \odot \mathbf{c}$ is the composition which results when the perturbation $\mathbf{p}$ is applied to the composition $\mathbf{c}$. 

Perturbations in the compositional space play the same role as translations play in the real space. Like it, the set of all perturbations in $\mathcal{C}_d$ is a commutative group isomorphic to $(\mathcal{C}_d, \odot)$. Thus, the composition of two perturbations $\mathbf{p}_1$ and $\mathbf{p}_2$ is the perturbation associated to $\mathbf{p}_1 \odot \mathbf{p}_2$. Furthermore, the perturbation associated to $1_D$ is the identity perturbation which does not produce any change when applied to a composition. Also,
given any perturbation $p$ there exists the inverse perturbation $p^{-1}$ which undoes the changes produced by $p$. Finally, given two compositions

$$w = \text{ccl}(w_1, \ldots, w_D)$$

and

$$w^* = \text{ccl}(w_1^*, \ldots, w_D^*) \in \mathcal{C}^d,$$

there exists a unique perturbation $p$ which transforms $w$ on $w^*$. This perturbation is no other than

$$p = w^* \odot w^{-1} = \text{ccl}(\frac{w_1^*}{w_1}, \ldots, \frac{w_D^*}{w_D} ).$$

The assumption that the group of perturbations is the operating group on the compositional space is the keystone of the methodology introduced by Aitchison (1986). In fact, it means accepting that the “difference” between two compositions $w = \text{ccl}(w_1, \ldots, w_D)^i$ and $w^* = \text{ccl}(w_1^*, \ldots, w_D^*)^i$ is based on the ratios $w_j^*/w_j$ between parts instead of on the differences $w_j^* - w_j$.

5. The compositional space as an Euclidean space

5.1. $\mathcal{L}^d$ as an Euclidean space

Given that the elements of $\mathcal{L}^d$ can be interpreted as straight lines parallel to vector $1_D$, it seems “natural” to define the distance between two cosets $z + U$ and $z^* + U$ of $\mathcal{L}^d$ as the Euclidean distance between these two straight lines in $\mathbb{R}^D$. This distance will be equal to the length of the difference vector $\text{ucl}_V z^* - \text{ucl}_V z$, where $\text{ucl}_V z$ and $\text{ucl}_V z^*$ are the intersection points of these straight lines with the orthogonal hyperplane $V$ (see Fig. 6).

![Fig. 6. Distance between two cosets $z + U$ and $z^* + U$ of $\mathcal{L}^2$.](image)

Therefore, it is easy to translate to $\mathcal{L}^d$ the Euclidean structure on $V \subset \mathbb{R}^D$.

Definition 12. Given $z + U \in \mathcal{L}^d$ and $z^* + U \in \mathcal{L}^d$, we define the $\mathcal{L}$-inner product $\langle z + U, z^* + U \rangle_\mathcal{L}$ as the usual inner product $\langle \text{ucl}_V z, \text{ucl}_V z^* \rangle$ in $\mathbb{R}^D$. $\square$
It is easy to prove that

\[ \langle z + U, z^* + U \rangle_\mathcal{L} = \sum_{j=1}^{D} z_j z_j^* - \frac{1}{D} \left( \sum_{j=1}^{D} z_j \right) \left( \sum_{j=1}^{D} z_j^* \right) = z' \mathbf{H}_D z, \]

for each \( z + U, z^* + U \in \mathcal{L}^d \).

It is possible to define a norm and a distance in \( \mathcal{L}^d \) from the \( \mathcal{L} \)-inner product. The \( \mathcal{L} \)-norm of a coset \( z + U \in \mathcal{L}^d \) is given by

\[ \| z + U \|_\mathcal{L} = (\langle z + U, z + U \rangle_\mathcal{L})^{1/2} = \left[ \sum_{j=1}^{D} z_j^2 - \frac{1}{D} \left( \sum_{j=1}^{D} z_j \right)^2 \right]^{1/2} = (z' \mathbf{H}_D z)^{1/2}, \]

and it holds that \( \| z + U \|_\mathcal{L} = \| \text{uc} \mathbf{v} z \|_\mathcal{L} \).

Similarly, the \( \mathcal{L} \)-distance between two cosets \( z + U \) and \( z^* + U \) in \( \mathcal{L}^d \) is given by

\[ d_\mathcal{L}(z + U, z^* + U) = \| (z^* + U) - (z + U) \|_\mathcal{L} = \left[ \sum_{j=1}^{D} (z_j^* - z_j)^2 - \frac{1}{D} \left( \sum_{j=1}^{D} (z_j^* - z_j) \right)^2 \right]^{1/2}. \]

This expression can be written in matrix form as

\[ d_\mathcal{L}(z + U, z^* + U) = \| (z - z^*)' \mathbf{H}_D (z - z^*) \|^{1/2}, \]

and it holds that \( d_\mathcal{L}(z + U, z^* + U) = d(\text{uc} \mathbf{v} z, \text{uc} \mathbf{v} z^*) \).

In this manner, the quotient space \( \mathcal{L}^d \) becomes an Euclidean space.

### 5.2. \( \mathcal{L}^d \) as an Euclidean space

The one-to-one transformations \( \text{logc} \) and \( \text{expc} \) between \( \mathcal{C}^d \) and \( \mathcal{L}^d \) allow to transfer to \( \mathcal{C}^d \) the real Euclidean structure defined on \( \mathcal{L}^d \).

**Definition 13.** We define the compositional inner product of two compositions \( \mathbf{w} \) and \( \mathbf{w}^* \) as

\[ \langle \mathbf{w}, \mathbf{w}^* \rangle_\mathcal{C} = \langle \log \mathbf{w} + U, \log \mathbf{w}^* + U \rangle_\mathcal{L}. \]

It is easy to prove that

\[ \langle \mathbf{w}, \mathbf{w}^* \rangle_\mathcal{C} = \sum_{j=1}^{D} \log w_j \log w_j^* - \frac{1}{D} \left( \sum_{j=1}^{D} \log w_j \right) \left( \sum_{j=1}^{D} \log w_j^* \right) = (\log \mathbf{w})' \mathbf{H}_D \log \mathbf{w}^*, \]

and
\[
\langle \mathbf{w}, \mathbf{w}^* \rangle_c = \sum_{j=1}^D \frac{w_j}{g(w)} \log g(w) = \langle \text{clr} \mathbf{w}, \text{clr} \mathbf{w}^* \rangle,
\]
for each \( \mathbf{w}, \mathbf{w}^* \in \mathcal{C}^d \).

Thus, the \( \mathcal{C} \)-inner product of \( \mathbf{w} \) and \( \mathbf{w}^* \) in \( \mathcal{C}^d \) is equal to the ordinary inner product of \( \text{clr} \mathbf{w} \) and \( \text{clr} \mathbf{w}^* \) in \( \mathbb{R}^D \).

As usual, two compositions \( \mathbf{w} \) and \( \mathbf{w}^* \) are said to be \( \mathcal{C} \)-orthogonal if and only if \( \langle \mathbf{w}, \mathbf{w}^* \rangle_c = 0 \).

From this scalar product in \( \mathcal{C}^d \) we can define a norm and a distance in the compositional space. The \textit{compositional norm} of a composition \( \mathbf{w} \in \mathcal{C}^d \) will be given by
\[
\| \mathbf{w} \|_c = \left( \langle \mathbf{w}, \mathbf{w} \rangle_c \right)^{1/2} = \left[ \frac{D}{D} \left( \sum_{j=1}^D (\log w_j)^2 - \frac{1}{D} \left( \sum_{j=1}^D \log w_j \right) \right)^2 \right]^{1/2} = [\langle \log \mathbf{w} \rangle^T \mathbf{H}_D \log \mathbf{w}]^{1/2}.
\]

The \( \mathcal{C} \)-norm of a composition of \( \mathcal{C}^d \) is equal to the Euclidean norm in \( \mathbb{R}^D \) of the \text{clr}-transformed vector:
\[
\| \mathbf{w} \|_c = \| \text{clr} \mathbf{w} \| \quad (\mathbf{w} \in \mathcal{C}^d).
\]

Another expression of the \( \mathcal{C} \)-norm of a composition is given by
\[
\| \mathbf{w} \|_c^2 = \frac{1}{D} \sum_{1 \leq i < j \leq D} \left( \log \frac{w_i}{w_j} \right)^2 \quad (\mathbf{w} \in \mathcal{C}^d).
\]

A composition \( \mathbf{w} \) is said to be \( \mathcal{C} \)-\textit{unitary} if and only if \( \| \mathbf{w} \|_c = 1 \).

The \textit{compositional distance} between two compositions \( \mathbf{w} \) and \( \mathbf{w}^* \) of \( \mathcal{C}^d \) is given by the \( \mathcal{C} \)-norm of the composition \( \mathbf{w}^* \odot \mathbf{w}^{-1} = \text{cel} (w_1^*/w_1, \ldots, w_D^*/w_D)^T \), i.e.,
\[
d_C(\mathbf{w}, \mathbf{w}^*) = \left[ \sum_{j=1}^D \left( \log \frac{w_j^*}{w_j} \right)^2 - \frac{1}{D} \left( \sum_{j=1}^D \log \frac{w_j^*}{w_j} \right)^2 \right]^{1/2}.
\]

This distance can be expressed in matrix form by
\[
d_C(\mathbf{w}, \mathbf{w}^*) = \left[ \langle \log \mathbf{w}^* - \log \mathbf{w} \rangle^T \mathbf{H}_D (\log \mathbf{w}^* - \log \mathbf{w}) \right]^{1/2}.
\]

Therefore, the \( \mathcal{C} \)-distance between two compositions in \( \mathcal{C}^d \) is equal to the Euclidean distance in \( \mathbb{R}^D \) between the corresponding \text{clr}-transformed vectors:
\[
d_C(\mathbf{w}, \mathbf{w}^*) = d(\text{clr} \mathbf{w}, \text{clr} \mathbf{w}^*) \quad (\mathbf{w}, \mathbf{w}^* \in \mathcal{C}^d).
\]

Thus, the \( \mathcal{C} \)-distance just defined converts the compositional space \( \mathcal{C}^d \) in an Euclidean space which is isometric to the Euclidean space \( \mathbb{R}^d \).

Moreover, the centered logratio transformation \( \text{clr} \) is the natural isometry between \( \mathcal{C}^d \) and the subspace \( \mathcal{V} \) of \( \mathbb{R}^D \).
This distance in $\mathcal{C}^d$ will accomplish the usual properties of all Euclidean distances. In particular, it is related to the operations in the compositional space by the following identities:

$$d_C(a, b) = d_C(a \otimes c, b \otimes c) \quad (a, b, c \in \mathcal{C}^d),$$

and

$$d_C(\lambda \otimes a, \lambda \otimes b) = |\lambda|d_C(a, b) \quad (a, b \in \mathcal{C}^d) \quad (\lambda \in \mathbb{R}).$$

Another important property of this compositional distance holds in relation to subcompositions. It is based on the fact that the mapping $\text{sub}_S$ introduced in Definition 6, which sends a composition $\mathbf{w} \in \mathcal{C}^d$ to a subcomposition $\mathbf{w}_S \in \mathcal{C}^c$, is a linear application between the real vector spaces $(\mathcal{C}^d, \otimes, \odot)$ and $(\mathcal{C}^c, \otimes, \odot)$.

**Property 3.** The compositional distance is *subcompositionally dominant*:

$$d_C(\mathbf{w}, \mathbf{w}^\ast) \geq d_C(\mathbf{w}_S, \mathbf{w}_S^\ast) \quad (\mathbf{w}, \mathbf{w}^\ast \in \mathcal{C}^d).$$

Or, equivalently,

$$\|\mathbf{w}\|_C \geq \|\mathbf{w}_S\|_C \quad (\mathbf{w} \in \mathcal{C}^d).$$

This property means that the $C$-distance between two subcompositions can never be greater than the $C$-distance between the corresponding compositions. This is a reasonable property to be expected from any distance defined over the compositional space.

**Property 4.** The mapping $\text{inc}_S$ introduced in Definition 7 is a linear application between the real vector spaces $(\mathcal{C}^c, \otimes, \odot)$ and $(\mathcal{C}^d, \otimes, \odot)$. This mapping preserves the $C$-distance because

$$\|\text{cdl} (w_1, \ldots, w_C)^\prime\|_C = \left\|\text{cdl} \left(1, \ldots, 1, \frac{w_1}{g(w)}, \ldots, \frac{w_C}{g(w)}\right)^\prime\right\|_C \quad (\mathbf{w} \in \mathcal{C}^c).$$

6. **Bases in the compositional space**

6.1. **Natural bases in $\mathcal{C}^d$**

Let $e_1 = (1, 0, \ldots, 0)^\prime, e_2 = (0, 1, 0, \ldots, 0)^\prime, \ldots, e_D = (0, \ldots, 0, 1)^\prime$ be the canonical basis of $\mathbb{R}^D$. Let $B_C$ be the ordered set $\{e_1 + U, \ldots, e_D + U\}$ of cosets of $\mathcal{L}^d$. For each $j = 1, \ldots, D$, we symbolize by $B_C^j$ the ordered set $B_C - \{e_j + U\}$. Clearly, the set $B_C^j$ is a basis of the vector space $\mathcal{L}^d$, for each $j = 1, \ldots, D$. In particular, if $z = (z_1, \ldots, z_D)^\prime \in \mathbb{R}^D$, the vector $y$ whose components are those of $z + U$ in the basis $B_C^D$ is

$$y = (z_1 - z_D, \ldots, z_d - z_D)^\prime = \text{Fz},$$
where $F$ is the $d \times D$ matrix $[I_d : -I_d]$. For this basis it holds that
\[
\|e_i + U\|_2^2 = \frac{D - 1}{D} \quad (i = 1, \ldots, D),
\]
and
\[
\langle e_i + U, e_j + U \rangle = -\frac{1}{D} \quad (i, j = 1, \ldots, D; \quad i \neq j).
\]
Thus, none of the basis $B_{\mathcal{L}}^E$ of $\mathcal{L}^d$ is $\mathcal{L}$-orthonormal. The $d \times d$ matrix which expresses the $\mathcal{L}$-metric in the basis $B_{\mathcal{L}}^E$ of $\mathcal{L}^d$ is equal to $M = I_d - D^{-1}1_d$, independently of the index $j = 1, \ldots, D$. This matrix can be expressed as a function of $F$ because the following relationship holds:
\[
M = (FF^t)^{-1}.
\]

6.2. Orthonormal bases in $\mathcal{L}^d$

The subspace $V = \{ z \in \mathbb{R}^D : z'1_D = 0 \}$ of $\mathbb{R}^D$ has dimension $d = D - 1$. Let $v_1 = (v_{11}, \ldots, v_{1D})'$, \ldots, $v_d = (v_{d1}, \ldots, v_{dD})'$ be an orthonormal basis of $V$, and let $V$ be the $D \times d$ matrix $[v_1, \ldots, v_d]$. It is straightforward to prove that this matrix verifies the following two identities:
\[
(i) \quad V'V = I_d; \quad \text{and} \quad (ii) \quad VV' = H_D. \tag{4}
\]

Inversely, if $V$ is a $D \times d$ matrix verifying the two identities (4), their vector-columns constitute an orthonormal basis of the subspace $V$.

Then, the ordered set $V^E = \{ v_1 + U, \ldots, v_d + U \}$ is an $\mathcal{L}$-orthonormal basis of $\mathcal{L}^d$. If $z \in \mathbb{R}^D$, the vector $u$ of $\mathbb{R}^d$ whose components are those of the class $z + U$ in the basis $V^E$ is
\[
u = (FV)^{-1}Fz.
\]

6.3. Natural bases in $\mathcal{L}^d$

From cosets $e_1 + U, \ldots, e_D + U$ of $\mathcal{L}^d$, we define the corresponding compositions in $\mathcal{L}^d$:
\[
e_1 = \exp(e_1 + U) = ccl(e_1, 1, \ldots, 1, 1)', \ldots, e_D = \exp(e_D + U) = ccl(1, 1, \ldots, 1, e)'.
\]

**Definition 14.** If $B$ symbolizes the ordered set $\{e_1, \ldots, e_D\}$, the set $B_{-j} = B - \{e_j\}$ is a basis of the real vector space $(\mathcal{L}^d, \odot, \odot)$, for any index $j = 1, \ldots, D$. These bases are called *natural basis* of $\mathcal{L}^d$. \hfill $\square$

Then, if $w = (w_1, \ldots, w_D)' \in \mathbb{R}^D$ the vector $y$ of $\mathbb{R}^d$ whose components are those of the composition $w_{-j}$ in the basis $B_{-j}$ is equal to
\[
y = (\log \frac{w_1}{w_D}, \ldots, \log \frac{w_D}{w_D}).
\]

In general, if $w_{-j}$ symbolizes the vector $w$ without the component $w_j$, the components of $w$ in the basis $B_{-j}$ are those of the vector $\log(w_{-j}/w_j)$.
Definition 15. The additive logratio transformation of index $j$ ($j = 1, \ldots, D$) — denoted by \( \text{alr}_j \) — is the one-to-one transformation from \( \mathcal{C}^d \) to \( \mathbb{R}^d \) which assigns to each composition \( \mathbf{w} \) its components in the basis \( \mathcal{B}_{-j} \):

\[
\mathbf{w} \rightarrow \text{alr}_j \mathbf{w} = \log \frac{w_{-j}}{w_j}.
\]

The inverse transformation of \( \text{alr}_j \), from \( \mathbb{R}^d \) to \( \mathcal{C}^d \), is given by

\[
\text{alr}_j^{-1} \mathbf{y} = \text{cel} \left( \exp y_1, \ldots, \exp y_{j-1}, 1, \exp y_j, \ldots, \exp y_d \right) \quad (\mathbf{y} \in \mathbb{R}^d).
\]

In particular, when $j = D$, these transformations can be easily expressed in matrix form as

\[
\text{alr}_D \mathbf{w} = \mathbf{F} \log \mathbf{w}, \quad \text{and} \quad \text{alr}_D^{-1} \mathbf{y} = \text{cel} \left\{ \exp \left[ \mathbf{F}' (\mathbf{F} \mathbf{F}')^{-1} \mathbf{y} \right] \right\}.
\]

6.4. Orthonormal bases in \( \mathcal{C}^d \)

As happens with the basis \( \mathcal{B}_{D_j} \) of \( \mathcal{C}^d \), none of the bases \( \mathcal{B}_{-j} \) of \( \mathcal{C}^d \) is \( \mathcal{C} \)-orthonormal. The matrix \( \mathbf{M} \) introduced in (3) is the matrix which determines the \( \mathcal{C} \)-metric in these bases. This matrix \( \mathbf{M} \) corresponds to matrix \( \mathbf{H}^{-1} \) defined in Aitchison (1986, p. 343).

Definition 16. From any \( D \times d \) matrix \( \mathbf{V} = [\mathbf{v}_1 : \ldots : \mathbf{v}_d] \) that verifies the two identities (4), we can define the compositions

\[
\tilde{\mathbf{v}}_1 = \exp c (\mathbf{v}_1 + U), \ldots, \tilde{\mathbf{v}}_d = \exp c (\mathbf{v}_d + U).
\]

Then, the ordered set \( \mathcal{V} = \{\tilde{\mathbf{v}}_1, \ldots, \tilde{\mathbf{v}}_d\} \) is a \( \mathcal{C} \)-orthonormal basis of \( \mathcal{C}^d \). \( \square \)

Consequently, if \( \mathbf{w} \) is an observational vector of \( \mathbb{R}^d_+ \), the vector \( \mathbf{u} \) of \( \mathbb{R}^d \) whose components are those of the composition \( \mathbf{w} \) in the basis \( \mathcal{V} \) is equal to

\[
\mathbf{u} = (\mathbf{F} \mathbf{V})^{-1} \mathbf{F} \log \mathbf{w}.
\]

Definition 17. Given a \( D \times d \) matrix \( \mathbf{V} = [\mathbf{v}_1 : \ldots : \mathbf{v}_d] \) that verifies conditions (4), the isometric logratio transformation — denoted by \( \text{ilr}_\mathbf{V} \) — associated to this matrix \( \mathbf{V} \), is the one-to-one transformation from \( \mathcal{C}^d \) to \( \mathbb{R}^d \) which assigns to each composition \( \mathbf{w} \) its components in the basis \( \mathcal{V} \) just defined:

\[
\mathbf{w} \rightarrow \text{ilr}_\mathbf{V} \mathbf{w} = (\mathbf{F} \mathbf{V})^{-1} \mathbf{F} \log \mathbf{w}.
\]

\( \square \)
The inverse transformation of ilr\textsubscript{V}, from \(\mathbb{R}^d\) to \(\mathcal{C}^d\), is given by
\[
\text{ilr}^{-1}_{V} x = \text{ccl} \left( \exp \left\{ \left( (FV)^{-1}F' \right) x \right\} \right) \quad (x \in \mathbb{R}^d).
\]

Note that, by construction, the transformation \text{ilr}\textsubscript{V} is an isometry between the metric spaces \(\mathcal{C}^d\) and \(\mathbb{R}^d\), thus justifying the term isometric logratio transformation. This term was first used by J.J. Egozcue (personal communication).

**Property 5.** If \(V = [v_1, \ldots, v_d]\) and \(V^* = [v^*_1, \ldots, v^*_d]\) are two \(D \times d\) matrices that verify conditions (4), then the isometric logratio transformations \(\text{ilr}_V\) and \(\text{ilr}_{V^*}\), associated to \(V\) and \(V^*\), respectively, are related by the following identity:
\[
\text{ilr}_V \mathbf{w} = V'V^* \text{ilr}_{V^*} \mathbf{w} \quad (\mathbf{w} \in \mathcal{C}^d).
\]

\[\Box\]

### 6.5. Determination of a composition

As consequence of the above results, a composition \(\mathbf{w} \in \mathcal{C}^d\) can be expressed in several ways:

(i) Giving any \(D\)-observational vector belonging to \(\mathbf{w}\).

(ii) Giving the components \((y_1, \ldots, y_D) = y'\) of \(\mathbf{w}\) in the basis \(\mathbb{R}^D\) of \(\mathcal{C}^d\). If it is necessary, we can choose the components of any other logratio \(\text{cr} \mathbf{w}\) \((j \neq D)\).

(iii) Giving the components \((z_1, \ldots, z_D)' = \mathbf{z}\) of the centered logratio transformed vector \(\text{cr} \mathbf{w}\). Since \(\mathbf{z}\) belongs to subspace \(\mathcal{V}\) of \(\mathbb{R}^D\), its components are related by the equality \(z_1 + \ldots + z_D = 0\).

(iv) Or, finally, giving the components \((u_1, \ldots, u_d)' = \mathbf{u}\) of \(\mathbf{w}\) in an orthonormal basis \(\mathcal{V}\) of \(\mathbb{C}^d\). In this case, it is also necessary to know the matrix \(V\) which individualizes the basis \(\mathcal{V}\).

Obviously, option (i) is the best in order to determine a composition \(\mathbf{w}\) because the components \(w_1, \ldots, w_D\) of vector \(\mathbf{w}\) are directly interpretable. Usually, we will choose the observational vector \(\text{ccl} \mathbf{w}\) belonging to simplex \(\mathcal{S}^d\) because, in this case, their components express parts of a total. In option (ii), the components \(y_j\) are also interpretable because they represent logratios \(\log(w_j/w_D) \quad (j = 1, \ldots, d)\), and it is very easy to compute from them any other logratios:
\[
\log \frac{w_i}{w_j} = y_i - y_j \quad (i, j = 1, \ldots, d), \quad \text{and} \quad \log \frac{w_d}{w_j} = -y_j \quad (j = 1, \ldots, d)
\]

It is difficult to give a direct interpretation of the centered logratio components \(z_j = \log(w_j/g(\mathbf{w})) \quad (j = 1, \ldots, D)\) because of the presence of the geometric mean \(g(\mathbf{w})\) in the denominator of these logratios. The component \(z_j\) gives, in logarithmic scale, information about the value of part \(j\) with respect to overall value of the other parts. However it results very easy to calculate from the centered logratio components any logratio because \(\log(w_i/w_j) = z_i - z_j \quad (i, j = 1, \ldots, D)\).
Finally, the components of the vector \( u \) in option (iv) are not directly interpretable because they depend of an arbitrary matrix \( V \) satisfying conditions (4). However, this representation is very useful when we need to analyze the metric relations between a set of compositions because the relationship between components of a composition in the basis \( V \) are Euclidean, if we consider in \( C^d \) the metric structure associated to the \( C \)-distance previously defined.

**Property 6.** Vectors \( u, y \) and \( z \) associated to the same composition \( w \) are related by the following relationships:

\[
\begin{align*}
(a) \quad u &= (FV)^{-1}y, \quad \text{and} \quad u = (FV)^{-1}Fz. \\
(b) \quad y &= FVu, \quad \text{and} \quad y = Fz. \\
(c) \quad z &= (FV)^{-1}F^T u, \quad \text{and} \quad z = F'(FF')^{-1}y.
\end{align*}
\]

\[\square\]

7. Conclusion

The methodology developed by Aitchison (1986) to perform the statistical analysis of compositional data is essentially based on the concept of perturbation and on the centered and additive logratio transformations. We have shown that these concepts and transformations are not arbitrary. In fact, from a mathematical point of view, they are induced by the nature of the compositional data provided that these kind of data is characterized by their scale-invariant property. Therefore, the methodology proposed by Aitchison (1986) cannot be mathematically refused, as it is fully compatible with the nature of compositional data and is independent of the representation used to manage the data. Moreover, the analysis of subcompositions is also coherent with the analysis of the full composition.

The detractors of this methodology who advocate the “standard” analysis of this kind of data are implicitly refusing the ratio as the natural form to compare two compositions or two parts of the same composition. They are also implicitly accepting the usual difference as the logical manner to perform these comparisons. This kind of analysis is completely depending of the representation used to manage the data, and many of the results can be misleading, as pointed out by Pearson (1897) more than one hundred years ago.

References


