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Abstract
In this paper we discuss work in progress on the design and implementation of \textit{Simply}, a system for modeling and solving Constraint Satisfaction Problems (CSP). During the last years, there has been a dramatic improvement on performance of SAT solvers, and solving CSPs by translation into propositional formulas has become a real choice in many cases. The advances in SAT technology have been adapted for more expressive (yet decidable) logics, e.g., in the framework of SAT Modulo Theories (SMT). \textit{Simply} is intended to be a declarative programming system for easy CSP modeling which generates SMT formulas for solving these CSP. The utility and interest of \textit{Simply} is twofold: on the one hand, it serves as a benchmark generator for CSP solving with different state-of-the-art SMT solvers and, on the other hand, the system aims at taking advantage of the highly increasing performance of these solvers.
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1 Introduction
Over the last decade there have been important advances in logic based techniques and tools. Advances have been especially significant in the field of propositional satisfiability (SAT), to the point that nowadays modern SAT solvers can tackle real-world problem instances with millions of variables. Hence, SAT solvers have become a viable engine for solving combinatorial discrete problems. For instance, in [4], an application that compiles specifications written in a declarative modeling language into SAT instances is shown to give promising results. See also [9,19] for some applications of SAT technology on industrial problems. Interesting comparisons between SAT and Constraint Satisfaction Problem (CSP) encodings and techniques can be found in [18,8].
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SAT techniques have been adapted for more expressive logics. For instance, in the case of \textit{SAT Modulo Theories (SMT)}, the problem is to decide the satisfiability of a formula with respect to a decidable background theory, such as the theory of linear (integer or real) arithmetic, arrays, lists, etc., or combinations of them, in first order logic with equality \cite{16,14,7,2,1}. Input formulas are often syntactically restricted, for example, to be quantifier-free, so that the problem is still decidable. Hence, an SMT instance is a generalization of a Boolean SAT instance in which some propositional variables have been replaced by predicates from the underlying theories, and can contain formulas like, e.g.,

\[
f(f(x) - f(y)) \neq f(z) \land x + z \leq y \land y \leq x \Rightarrow z < 0
\]

providing a much richer modeling language than plain propositional formulas. Adaptations of SAT techniques to the SMT framework have been described in \cite{17}.

The main application area of SMT is hardware and software verification. However, the available theories do not restrict the usage of SMT to verification problems and, in fact, they allow to encode many problems outside the verification area in a very natural way. There are already promising results in the direction of adapting SMT techniques for solving Constraint Satisfaction Problems, even in the case of combinatorial optimization (see, e.g., \cite{12} for an application of an SMT solver on an optimization problem, being competitive with the best weighted CSP solver with its best heuristic on that problem). Fundamental challenges on SMT for Constraint Programming (CP) and Optimization have been detailed in \cite{13}.

Since the beginning of CSP solving, its \textit{holy grail} has been to obtain a declarative language that allows users to easily specify their problem and forget about the techniques required to solve it. There are a lot of successful systems in this direction, just to comment on two of them: MiniZinc \cite{11} proposes to be a “standard CSP modeling language” that can be translated into a kind of intermediate code called FlatZinc for which several solvers provide specialized front-ends; \textsc{Essence} \cite{6} allows the user to specify combinatorial problems in a mixture of natural language and discrete mathematics manner.

In this paper we discuss work in progress on the design and implementation of \textbf{Simply}, a new system for modeling and solving CSPs which is aimed at taking advantage of the increasing efficiency of SMT solvers. Its characteristics are the following. On the one hand, the input language of \textbf{Simply} is similar to that of \textsc{EaCL} \cite{10}, and its main implemented features are arrays, FOR sentences, comprehension lists and some global constraints. Although currently the declarativeness of this language does not reach the level of \textsc{Essence} or MiniZinc, its simplicity makes it really practical. On the other hand, \textbf{Simply} works in the spirit of \textsc{Spec2SAT} \cite{5}, which transforms problem specifications written in \textsc{NPSpec} \cite{3} into SAT instances in DIMACS format. However, as said, the input language of \textbf{Simply} is similar to that of \textsc{EaCL} and, most importantly, it generates SMT instances according to the standard SMT-LIB language \cite{15} instead of plain SAT instances. Then, the problem can be solved by using any state-of-the-art SMT solver.

Thanks to the higher level of expressivity of SMT, the resulting SMT instances are smaller than if they where just plain SAT and, in many cases, as we show in Section 4, the problems can be solved in a reasonable amount of time by state-of-the-art SMT solvers. Our aim is to take advantage of the race for efficiency between
SMT solvers, and to expand the application of SMT techniques to new areas. Also, our system can serve as a benchmark generator for CSP solving through SMT.

**Simply** is being developed in HASKELL. At the current stage of development, it can only generate SMT formulas within the *quantifier-free Linear Integer Arithmetic* logic, but there are plans to extend the language in order to deal with other logics and theories and like, e.g., arrays and bit vectors. Linux and Windows binaries of **Simply**, as well as documentation and some benchmarks, can be found in: http://ima.udg.edu/~villaret/simply.

The rest of the paper is structured as follows. In Section 2 we recall some basic concepts on SMT. In Section 3 we introduce the tool and its language. In Section 4 we discuss on some benchmarks. Finally, in Section 5 we conclude and discuss on further work.

2 Satisfiability Modulo Theories

Satisfiability Modulo Theories (SMT) is the problem of deciding the satisfiability of a first-order formula with respect to some background first-order theory. That is, an SMT instance is a first-order formula where some function and predicate symbols have predefined interpretations, according to the background theories. Examples of theories are *Equality and Uninterpreted Functions*, *Linear Integer Arithmetic*, *Linear Real Arithmetic*, their fragments *Integer Difference Logic* and *Real Difference Logic*, *Arrays* (useful in modeling and verifying software programs), *Bit-Vectors* (useful in modeling and verifying hardware designs), or combinations of them (see [15] for details). Most SMT-solvers are restricted to decidable quantifier-free fragments of their logics, but this suffices for many applications. Usually, SMT-solvers deal with problems with thousands of clauses like, e.g., $x + 3 < y \lor y = f(f(x + 2)) \lor g(y) \leq 1$, containing atoms over combined theories, and involving functions with no predefined interpretation, i.e., uninterpreted functions.

There are two main approaches to solve SMT instances, namely, the *eager* and the *lazy* approach. In the eager approach, the formula is translated into an equisatisfiable propositional formula. This allows to use off-the-shelf SAT solvers, but has important drawbacks like, e.g., exponential memory blow-ups. For this reason most, if not all, state-of-the-art SMT solvers implement a lazy approach, which does not involve a translation into SAT. One of these approaches is DPLL($\mathcal{T}$) [14], which consists of a general DPLL($\mathcal{X}$) engine, very similar in nature to a SAT solver, whose parameter $\mathcal{X}$ is instantiated with a specialized solver $\texttt{Solver}_T$ for a given theory $\mathcal{T}$, producing a DPLL($\mathcal{T}$) system. The basic idea is making the DPLL($\mathcal{X}$) engine and $\texttt{Solver}_T$ work in cooperation: while the DPLL($\mathcal{X}$) engine is in charge of enumerating (partial) propositional models, $\texttt{Solver}_T$ is responsible for checking whether these models are consistent with the given theory $\mathcal{T}$ (for example, if $\mathcal{T}$ is the theory of *Linear Integer Arithmetic* and the current Boolean model contains $x + 2y \leq 0$, $-y - z \leq 0$ and $x - 2z > 1$, then $\texttt{Solver}_T$ has to detect that the current Boolean assignment is $\mathcal{T}$-inconsistent). Note that $\texttt{Solver}_T$ only needs to handle conjunctions of predicates from theory $\mathcal{T}$. In this way, given a formula $F$ and a theory $\mathcal{T}$, we are determining whether there is a model of $\mathcal{T} \cup \{F\}$.

Current SMT solvers can deal with several theories and logics. For the purposes
of our tool, there are two logics which are especially relevant, namely, *unquantified Integer Linear Arithmetic* (QF_LIA) and its fragment *Integer Difference Logic* (QF_IDL). QF_LIA formulas are Boolean combinations of inequations between linear polynomials over integer variables. QF_IDL formulas are Boolean combinations of inequations of the form \( x - y < b \) where \( x \) and \( y \) are integer variables and \( b \) is an integer constant (see [15] for details). Such kind of atoms occur in the definition of feasible solutions for many problems. For instance, they can be used to express constraints on the time elapsed between pairs of events. Since the satisfiability of conjunctions of such literals can be reduced to the absence of negative cycles in finite weighted graphs, it can be decided in \( O(n^3) \) time by the Bellman-Ford algorithm. For this reason, many solvers give a special treatment to such kind of literals.

3 Simply: The Tool

3.1 The Input Language of Simply

One of the goals of our tool is simplicity, since we are interested in modeling CSPs easily. For this reason, we have chosen the input language of *Simply* to be similar to that of EaCL [10]. A CSP specification in our language has four parts:

(i) **Data** definition. This is where *constants* that will be used in the rest of the specification are defined. These can be either integer values, evaluable expressions (hence, using other values or previously defined constants) or lists of integer values.

(ii) **Domains** definition. A *domain* characterizes the set of possible values of a variable. It can be defined either as a range between two integer values, a list of integer values or a list of ranges and values.

(iii) **Variables** declaration. A *variable* can denote either an integer or a multidimensional array of integers. Integer variables are in fact *finite domain variables* and, hence, they must be constrained to some previously defined domain.

(iv) **Constraints** posting. This is where the problem is specified, by posting the *set of constraints* that defines a feasible solution of the problem.

3.1.1 The Constraints

Our input language can deal with *basic* and *global* constraints.

- Basic constraints are either integer or logical constraints. The following operators are supported: =, \(<\), \(<\leq\) and \(\geq\) for integers and *Not, And, Or, Xor, Implies, Iff* and *If.then.else* for Booleans.

- Currently the following global constraints are supported:
  - **Sum(List,Value)**. This constraint enforces equality between Value and the sum of all elements of List. Both Value and the elements of List are allowed to be integer variables.
  - **Count(List,Value,N)**. This constraint states equality between N and the number of occurrences of Value in List. Here again N, Value and the elements of List can be integer variables.
  - **AllDifferent(List)** requires all the elements of List to be different.
The lists appearing in global constraints can be extensional, e.g., \([1, x, 3, m[a]+3]\), or intensional via comprehension lists à la Haskell. This powerful and expressive feature allows us to generate complicated lists easily. We illustrate its usage with the following example: \([m[i,j] | i \text{ in } 1..3, j \text{ in } 1..3, i<>j]\) results into \([m[1,2], m[1,3], m[2,1], m[2,3], m[3,1], m[3,2]]\). The first part of a comprehension list is the pattern, i.e., the expression we want to generate. Currently patterns can only be constants or integer variables (in this example, the elements of the bi-dimensional array m). The rest of the comprehension list is formed by two distinct kinds of expressions, namely, the generators (in the example \(i \text{ in } 1..3\) and \(j \text{ in } 1..3\), that expand the pattern), followed by the filters, that restrict these expansions (like \(i<>j\)).

Constraints can be posted directly, or with the If-Then-Else and Forall statements. These two statements are processed at compilation time. For instance, when the compiler finds the If-Then-Else statement, it evaluates the If condition. If it is true, the constraints of the Then branch are posted and, otherwise, the constraints of the Else branch are posted\(^5\). It is important to notice the difference between the If-Then-Else statement and the if_then_else operator, which is not evaluated at compilation time. Consider, for instance, the following example: If \((i<4)\) Then \{ \(m[i]<m[i+1]\) \} Else \{ \(m[i]<m[i-1]\); \(m[i]=m[i-2]\); \}. The condition \(i<4\) is evaluated at compilation time. Therefore, the variable \(i\) cannot be a "constraint" variable, i.e., it must be a constant or a "local" variable, e.g., an index of a Forall statement.

The compilation of a Forall statement can be illustrated with the following example: Forall \((i \text{ in } 2..4)\) \{ \(m[i]<m[i-1]\) \} results into the replication of the constraint \(m[1]<m[1-1]\) with the local variable \(i\) being replaced by the appropriate values: \{ \(m[2]<m[1]\); \(m[3]<m[2]\); \(m[4]<m[3]\); \}. The compilation techniques used for the expansion are quite similar to the ones used in the comprehension lists.

3.2 Architecture of the Tool

We describe the architecture of Simply depicted in Figure 1 throughout the process of modeling and solving a CSP. Let the input of our compiler be the text file \(\text{(csp.y)}\)\(^6\). In the compilation process all constants are replaced by their associated value, and variables are translated into SMT integer variables. The restriction of the variables to their domains results into equality and inequality predicates, for the case of single values and the case of ranges of values, respectively. The translation of the constraints typically results into a conjunction of QF_LIA predicates (see Section 2) and, in some occasions, into a conjunction of QF_IDL predicates. In the end, the compilation process produces a file \(\text{csp.smt}\) in the standard SMT-LIB format. The generated SMT problem instance can be solved by any of the SMT solvers supporting the QF_LIA logic. Solving the \(\text{csp.smt}\) with the desired SMT solver will result into a sat or unsat answer (notice that those solvers are complete). In addition, some of them can return a model (in particular, the values of the SMT

---

\(^5\) The Else branch, contrarily to the case of the If\_then\_else operator, is optional.

\(^6\) The parser for the language has been built using the Happy parser generator. This is why we use the \(.y\) extension.
variables) when the problem is satisfiable. In general the names of the variables are easy to interpret. Nevertheless, we have left as future work the recovering process from SMT solutions to values of the original variables in the csp.y file.

4 Complete Examples and Benchmarks

In this section we provide a complete encoding of the Golomb’s Ruler problem and a complete encoding for a sudoku puzzle. We also comment on a table of benchmarks for the following problems:

- **Golomb’s ruler**: A Golomb ruler of length \( l \) with \( n \) marks is defined as a set of \( n \) integers \( 0 \leq a_1 < a_2 < \ldots < a_n \leq l \) such that the \( m(m-1)/2 \) differences \( a_j - a_i, 1 \leq i < j \leq n \) are all distinct. In our formulation, given \( l \) and \( n \), we are interested in finding a Golomb ruler of any length not greater than \( l \). In the benchmark table of Figure 4, the problem golomb_ruler_n_l means solving the problem for a ruler with \( n \) marks and length at most \( l \).

- **Social Golfer**: Given a set of \( p \) players that want to play golf once a week, it amounts to find an arrangement for all of them into a number \( g \) of groups of size \( s \) for \( w \) weeks, in such a way that no two players play more than once in the same group. The following relationship must hold among three of the aforementioned quantities: \( p = g \times s \). In the benchmark table of Figure 4, the problem social_golfer_w_g_s means solving the problem for \( w \) weeks, \( g \) groups of size \( s \).

- **Queens**: Given a number \( q \) of queens of the chess game, assuming that we place one queen per column in a board of \( q \times q \) size, we have to find the row for each queen such that no queen threatens any other. In the benchmark table of Figure 4, the problem queens_q means solving the problem for \( q \) queens.

- **Sudoku**: The classic puzzle.

The encoding of the Golomb’s ruler problem is given in Figure 2. In Data we define the two constants for each instance of the problem: the length of the ruler \( 1 \) and the number of marks \( n \). In Variables we declare the array \( m \) of \( n \) integer
variables with domain \(a\), defined in \(\text{Domains}\) (the values from 0 to 1). Then we post the required constraints: we firstly enforce marks to be all different, then we break some symmetries by ordering the marks and finally, we enforce all distances between any pair of marks to be different.

**Problem: GolombRuler**

\[
\begin{align*}
\{ \text{Data} \} & : l:=55; \ n:=10; \\
\{ \text{Domains} \} & : \text{Dom} \ a=[0..1]; \\
\{ \text{Variables} \} & : \text{IntVar} \ m[n]:a; \\
\{ \text{Constraints} \} & : \\
& \text{Forall}(i \ in \ [1..n-1]) \ \{ \ m[i]<m[i+1]; \} \\
& \text{Forall}(i \ in \ [1..n]) \ \{ \\
& \quad \text{Forall}(j \ in \ [i+1..n]) \ \{ \\
& \quad \quad \text{Forall}(k \ in \ [1..n]) \ \{ \\
& \quad \quad \quad \text{Forall}(h \ in \ [k+1..n]) \ \{ \\
& \quad \quad \quad \quad \text{If} \ ((i<>k) \ \text{Or} \ (j<>h)) \ \text{Then} \\
& \quad \quad \quad \quad \quad \{ \ m[i]-m[j]<m[k]-m[h]; \} \\
& \quad \quad \quad \} \\
& \quad \quad \} \\
& \quad \} \\
& \} \\
\end{align*}
\]

Fig. 2. A naive encoding of the *Golomb's ruler* problem with \(l = 55\) and \(n = 10\).

The encoding of the benchmarked *sudoku* is given in Figure 3. The relevant code is the last \texttt{AllDifferent} where we enforce the 9 internal squares to have the 9 different values using a comprehension list.

We have run the SMT solvers which participated in the QF_LIA division of the Satisfiability Modulo Theories Competition\(^7\) (SMT-COMP) 2008 against some benchmarks generated with Simply from the previously defined problems. We want to remark that all benchmarks correspond to naive formulations of these classic CSPs. Figure 4 shows the time in seconds spent by each solver in each problem. The timeout was set to 600 seconds. The benchmarks were executed on a 3.00 GHz Intel Core 2 Duo machine with 2 Gb of RAM running under GNU/Linux 2.6. We have not included the compilation time of Simply code into SMT-LIB format in the table of Figure 4, because it has always been a few milliseconds.

5 **Conclusion and Further Work**

We have presented work in progress on a tool for easy CSP modeling and solving, whose main novelty is the generation of SMT problem instances as output. Our aim is to take advantage from the improvements that take place from year to year in SMT solvers, and also to provide a tool for benchmark generation.

\(^7\) SMT-COMP: The Satisfiability Modulo Theories Competition (http://www.smtcomp.org).
Problem: Sudoku
{ Data { n:=9; } 
  Domains { Dom a=[1..n]; } 
  Variables { IntVar s[n,n]::a; } 
  Constraints { 
    s[1,3]=2; s[1,6]=1; s[1,8]=6; 
    s[2,3]=7; s[2,6]=4; s[3,1]=5; 
    s[3,7]=9; s[4,2]=1; s[4,4]=3; 
    s[5,1]=8; s[5,5]=5; s[5,9]=4; 
    s[6,6]=6; s[6,8]=2; s[7,3]=6; 
    s[7,9]=7; s[8,4]=8; s[8,7]=3; 
    s[9,2]=4; s[9,4]=9; s[9,7]=2; 
  Forall(i in [1..n]) 
    { AllDifferent([ s[i,j] | j in 1..n]); 
      AllDifferent([ s[j,i] | j in 1..n]); } 
  Forall(i in [0..2]) 
    { Forall(j in [0..2]) 
      { AllDifferent( [ s[f,c] | f in (1+i*3)..(3+i*3), 
                        c in (1+j*3)..(3+j*3) ]; } } 
} }

Fig. 3. A naive encoding of a Sudoku puzzle.

<table>
<thead>
<tr>
<th></th>
<th>Z3.2</th>
<th>MathSAT-4.2</th>
<th>CVC3-1.5</th>
<th>Barcelogic 1.3</th>
<th>Yices 1.0.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>golomb_rule_7,25</td>
<td>0.18</td>
<td>0.66</td>
<td>out of memory</td>
<td>0.30</td>
<td>0.21</td>
</tr>
<tr>
<td>golomb_rule_8,34</td>
<td>8.34</td>
<td>5.45</td>
<td>out of memory</td>
<td>43.32</td>
<td>0.64</td>
</tr>
<tr>
<td>golomb_rule_9,44</td>
<td>147.35</td>
<td>13.70</td>
<td>out of memory</td>
<td>timeout</td>
<td>586.96</td>
</tr>
<tr>
<td>golomb_rule_10,55</td>
<td>timeout</td>
<td>timeout</td>
<td>out of memory</td>
<td>timeout</td>
<td>timeout</td>
</tr>
<tr>
<td>social_golf_5,4,4</td>
<td>0.12</td>
<td>2.52</td>
<td>timeout</td>
<td>9.48</td>
<td>0.89</td>
</tr>
<tr>
<td>social_golf_6,5,5</td>
<td>13.86</td>
<td>49.83</td>
<td>timeout</td>
<td>timeout</td>
<td>4.47</td>
</tr>
<tr>
<td>social_golf_9,8,4</td>
<td>timeout</td>
<td>timeout</td>
<td>timeout</td>
<td>timeout</td>
<td>timeout</td>
</tr>
<tr>
<td>queens_8</td>
<td>0.00</td>
<td>0.09</td>
<td>25.12</td>
<td>0.11</td>
<td>0.01</td>
</tr>
<tr>
<td>queens_16</td>
<td>0.18</td>
<td>7.16</td>
<td>timeout</td>
<td>8.16</td>
<td>3.04</td>
</tr>
<tr>
<td>queens_24</td>
<td>6.67</td>
<td>197.63</td>
<td>timeout</td>
<td>298.50</td>
<td>23.54</td>
</tr>
<tr>
<td>sudoku</td>
<td>0.00</td>
<td>0.68</td>
<td>105.61</td>
<td>1.70</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Fig. 4. Time in seconds spent on some classic problems (naive version).

Much work is still to be done in the development of Simply to make it competitive with other tools for CSP solving. We distinguish among three aspects:

5.1 Features of the Tool

Probably the most important aspect of future work is to study the way of obtaining better SMT encodings from our source language. This can be done either by obtaining less naive translations of constraints, especially for global ones, and by introducing new theories and logics. For instance, (uni-dimensional) arrays of integers of Simply programs can be flattened into integer variables (as we currently do)
or they can be directly translated to SMT array variables. Nevertheless, since SMT solvers highly differ in the treatment given to different theories and logics, much experimentation has to be done in order to decide a suitable encoding for every construct. The positive aspect of this is that we can look at Simply as a platform for SMT benchmarking.

From the aforementioned experimentation, we would like Simply to be able to automatically determine a suitable logic for each problem. Another option could be letting the user indicate the desired target logic.

As said in Section 3.2, we need to provide a translation-back module for every SMT solver, in order to translate the model found (if any) to a set of values for the original Simply program variables. This module will not be unique since there is no standard language for the SMT solver solution\(^8\) answers.

Finally, a less important aspect that has to be improved is error messaging.

### 5.2 The Input Language

The input language has to be extended in several directions. For example, input/output operations should be added in order to, e.g., be able to load a problem instance from a file. We also want to let the users define their own predicate constraints. Concerning the declarativeness of the language, we plan to add more global constraints as, for instance, cumulative, circuit and element. We also plan to add set variables and therefore to provide global constraints on them. We believe that the use of the bit-vectors theory for codifying those constraints can result in compact SMT instances that can be solved efficiently.

The addition of optimization capabilities to Simply heavily depends on having those capabilities already implemented in SMT solvers. However, apart from the work reported in [12], optimization is not the main interest of the SMT community and so it is not supported in the currently available SMT solvers. Certainly, a possibility to circumvent the fact that current SMT solvers do not provide support for optimization, could be to transform the optimization problem into a decision problem by adding the objective function as an additional constraint, and then compute the optimum with (e.g. linear or binary) search. However, this would have the drawback of having to start from scratch at each search.

### 5.3 Benchmarking

We have done some benchmarking between different SMT solvers on a few classic constraint satisfaction problems. Many additional experiments need to be done in order to know which kind of problems can be solved in reasonable time by using our tool. For this reason we plan, on the one hand, to do some experiments with industrial problems and, on the other hand, to compare the performance of state-of-the-art SMT solvers with other CSP solvers on the same problems. However, let us recall that Simply is intended to be, not only a CSP solving tool, but also a benchmark generator for SMT.

---

\(^8\) There exist SMT solvers that cannot even be queried for a model.
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